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Location-based services have become an increasingly interesting research area in the last two decades. However, in many scenarios, dealing with the most precise location coordinates is not the best solution since people structure the world in geographic areas instead of coordinates. Since humans work with abstractions, and names are the way we refer to those abstractions, introducing semantics in geographic definitions becomes natural. For example, users can be interested in states with vacation resorts and may want to retrieve the state names, instead of the exact geographic limits of such states. Moreover, semantics introduces new challenges, such as how to exploit the location semantics to infer new information from known definitions. For instance, we may want a system to automatically obtain the value added tax (VAT) that should be applied by a shop in Madrid, inferring the applicable tax by considering the economic area where Madrid is included (in this case, Spain); notice that the VAT should not be inferred from a bigger economic area, like Europe, although it also includes Madrid geographically. Thus, the expression of locations at different granularities extends the traditional location-based query processing to consider the most appropriate semantics for each user.

In this article, adopting description logics (DLs) as a base formalism, we provide a formalization of the notion of semantic location granule and semantic granule map. We benefit from the underlying semantics of the different granularities to extend the expressivity of location-based queries and automatically discover and infer new knowledge. The model we propose uses a DL reasoner to infer new granules relationships. In particular, a DL reasoner can infer containment and intersection relationships between location granules (and help to obtain several more relationships), which provides the way to introduce semantics in location-based queries. This is done within the logical frame of DLs, thus ensuring that our approach can be supported by existing regular DL reasoners (such as Pellet, Racer Pro, and HermiT) without the need to extend their reasoning capabilities.
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1. Introduction

Research in mobile computing has increased in the last two decades motivated by the ever-growing use of mobile devices and their computational power. In this context, location-based services (LBSs) (Schiller and Voisard (2004) have attracted the interest of both academy and industry. The added value of these services is that they can provide information relevant for the location of the mobile users.
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One of the main challenges for the development of LBSs is how to process continuous location-dependent queries (Ilarri et al. 2010), which are queries whose answers depend on the location of certain moving objects (the mobile user and/or others). Most works in this area assume that the locations of the moving objects are managed with Global Positioning System (GPS) precision. However, an end-user of an application does not usually want to retrieve information in terms of precise GPS locations. Instead, he/she probably needs to use more abstract notions of location, as the geographic coordinates are probably meaningless to him/her. Thus, users usually manage area names. For instance, if a user wants to go by subway to the Museum of Modern Art (MoMA) in New York, he/she will not be interested in the precise coordinates of the area where he/she has to get or leave the subway, but he/she may to know the name and number of the street where the nearest station is to get the subway, or he/she may need to know the name of a station near the MoMA to leave the subway. To take these situations into account, the concept of location granule was defined in Ilarri et al. (2011a) to enable the processing of location-dependent queries that reference location granule maps (sets of location granules). For example, Madrid could be a location granule according to the location granule map that defines the provinces of Spain.

Our previous approach presented in Ilarri et al. (2011a) to manage location-dependent queries with location granules enhances the expressivity of location-dependent queries and is an important step forward. However, as it basically considers a location granule as a simple set of GPS points, it neglects the semantics behind the locations and is unable to infer implicit knowledge automatically. For instance, if a user is in the city of Zaragoza, it could be inferred that he/she is also close to France, a country with famous red wines. In order to enable these kinds of deductions, the most popular approach is to represent the knowledge of the domain by using ontologies (Haarslev et al. 1998, Frank 2003), defined by Gruber as an ‘explicit formalization of a conceptualization’ (Gruber 1993). The interest of linking LBSs and semantics has been emphasized in Ilarri et al. (2011b).

Ontologies are usually expressed by using Description Logics (DLs) (Baader 2007). Several works in the field of Geographic Information Systems (GIS) (Rigaux et al. 2002; Shekhar and Chawla 2002) have used the predominant relational data model to represent topological relations (e.g., the Region Connection Calculus (RCC), see Randell et al. (1992)). However, to support reasoning with geographic elements, several previous works have studied the introduction of ontologies in the area of GIS (Lutz and Klien 2006, Couclelis 2010), and the introduction of different types of topological relations in DLs (Lutz and Möller 1997, Haarslev et al. 1998). Despite these efforts, more research is needed in this area to effectively enhance the processing of location-dependent queries with inferring capabilities over location granules. For example, isContained is a key topological relation (it allows representing the geographic hierarchy of areas), but the existing proposals to represent such a relation have important disadvantages (depending on the specific proposal, wrong conclusions may be obtained or a human asserting by hand many of the isContained relations may be required).

In this article, adopting DLs as a base formalism, we provide a formalization of the concepts of location granules and location granule maps and enhance their description with additional (not necessarily geographic) information by using DLs, which leads to what we call semantic location granules and semantic location granule maps. Besides, we also describe how a DL reasoner can automatically discover and infer new knowledge by exploiting these concepts. Thus, we benefit from the different granularities and their underlying semantics to extend the expressivity of location-based queries and add inferring capabilities. The model we propose uses a DL reasoner to infer new relationships. In particular, a reasoner can infer isContained and intersects relationships between location
granules (and other binary topological relationships), which enables the introduction of semantics in location-dependent queries. The model presented in this article contributes to improve our previous works in Bobed et al. (2010), Ilarri et al. (2011a) (focused mainly on the location-dependent constraint inside) by introducing new inferring capabilities. It also solves the problem of representing the isContained relation and working with it in a more powerful way. As an example, let us suppose that we are traveling with a smartphone and we want to retrieve the names of provinces with typical red wines and located within a radius of 100 miles from the province where we are. In this scenario, the issue is what kind of DL can be used and how to use a reasoner to infer: (i) the province where we are, (ii) which provinces are in a radius of 100 miles from that province, and (iii) which of these provinces are famous because of their production of Spanish red wine. The DL-based model that we propose would help in this scenario because it enables several automatic inferences, such as determining that a certain area is within another one, inferring that two areas intersect, and deducing other qualitative relations. Summing up, our main contributions are as follows.

- We define what conditions are necessary in a DL in order to use a reasoner to infer new containment and intersection relations avoiding wrong deductions due to topological inclusions.
- Using these conditions, we define the concepts of semantic granule and semantic granule map.
- We show how to use a reasoner to exploit the capabilities of semantic granules and semantic granule maps.

The structure of the rest of this article is as follows. First, we review concepts related to DLs in Section 2. Second, in Section 3, we give formal definitions of several concepts that are used in our model, such as location granules, location granule maps, and inside constraints. Third, in Section 4, we introduce the concepts of semantic location granules and semantic location granule maps, and what kind of DL is required to express these concepts. Fourth, we explain how a DL reasoner is used to deduce new facts in Section 5. Finally, we present some related works in Section 6, and our conclusions and future work in Section 7.

2. Overview of DL concepts

DLs are 'formal languages for representing knowledge and reasoning about it' (Baader 2007). In this section, we briefly overview their definitions (we refer the interested reader to Baader (2007), for more details) and study the expressivity requirements for our purposes.

DLs are formed by an intensional layer $T$ called TBox and an extensional layer $A$ called ABox. The TBox is composed of a set of terminological axioms. Axioms are formulas of the form $C \equiv D$ or $C \subseteq D$, where $C$ and $D$ are concepts. Concepts are formed by means of: (i) a set of concepts names $N_C$, conceptualizations of a set of individuals (or instances), for example, Person, Car, and Dog; (ii) a set of roles $N_R$, which are binary relations between individuals, for instance, hasPet and hasChildren; and (iii) constructors to define new concepts, such as $\cap$, $\cup$, $\exists$, and $\forall$. For example, given that we have Person and Dog as concepts and hasPet as role, we can define a new concept to represent people who have a pet dog as Person $\cap \exists$hasPet.Dog. An axiom of the form $C \equiv D$ says that concepts $C$ and $D$ are equivalent, that is, any individual that belongs to $C$ also belongs to $D$, and vice versa. An axiom $C \equiv D$ is called a concept definition if the left hand of the axiom is a concept name. Axioms of type $C \subseteq D$ represent that concept $C$ is subsumed by $D$, that
is., any individual in $C$ is in $D$, but not necessarily vice versa. A general TBox is a finite set of axioms. An example of TBox expressing that men are human and fathers are men who have children is:

$$T = \{\text{Man} \sqsubseteq \text{Human}; \text{Father} \equiv \text{Man} \cap \exists\text{Child}.\text{Human}\}$$

An ABox is a set of assertions that describe a specific state of the world represented by the associated TBox. We can express with assertions that John is Mary’s father:

$$A = \{\text{Man}(\text{John}); \text{Human}(\text{Mary}); \exists\text{Child}(\text{John}, \text{Mary})\}$$

John and Mary will be constants representing individuals. Let us note that we have not asserted that John is a father, as this is implicitly deduced from the TBox and the ABox. DLs are equipped with a reasoner to deduce new knowledge from TBoxes and ABoxes. The knowledge representation given by TBox $T$ and ABox $A$ is denoted by $\mathcal{K} = \{T, A\}$.

DLs can be classified according to its expressivity, that is, depending on how many different symbols can be used to express axioms and how these symbols can be combined. For example, a DL with constructors $\cap, \cup, \forall, \exists, \neg, \top, \bot$ and $\bot$ is an $\text{ALC}$ DL, and if the set of constructors is enlarged with $\leq n$, $\geq n$ (unqualified number restrictions), we obtain an $\text{ALC}_n$ DL. An interpretation $\mathcal{I}$ is a set $\Delta^\mathcal{I}$ and a function that associates each concept name $C$ with a subset $C^\mathcal{I} \subseteq \Delta^\mathcal{I}$, and each role $R$ with a binary relation $R^\mathcal{I} \subseteq \Delta^\mathcal{I} \times \Delta^\mathcal{I}$ (see Table 1). Qualitative spatial relations, such as tangential or containment relationships, can be expressed in DLs as roles, as they represent binary relations. However, several problems arise when expressing quantitative relations in a DL. For example, using a DL, computing if a location point is inside an area or if two areas intersect is not easy. These calculations need to do some arithmetic operations with real numbers that can be performed using concrete domains (see Lutz (2003), and Baader and Hanschke (1991), for further details). A concrete domain is a set $\Delta_D$ along with a set of predicate names $\Phi_D$ of different $n$-arities over $\Delta_D$. The set of real numbers with predicates $=, \leq, \geq, +, \times, \ldots$ is a usual example of concrete domain. With concrete domains, we express concepts like ‘man married with a person of the same age’, $\text{Man} \cap \exists(\text{wife age}, \text{age})$. =, or ‘people with less than 25 years old’, $\text{Person} \cap \exists\text{age}. \leq_{25}$. In order to extend the expressivity of DLs introducing concrete domains, the set of valid symbols to construct formulas is enlarged with: (i) a set of abstract features (or functional roles), $N_{af}$, which is a subset of $N_R$ representing functional relations; and (ii) a set of concrete features, $N_{cf}$, which are functions from the domain of an interpretation $\Delta^\mathcal{I}$ to a concrete domain $\Delta_D$. In the examples above,

<table>
<thead>
<tr>
<th>$\mathcal{I}$</th>
<th>$T^\mathcal{I} = \Delta^\mathcal{I}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bot$</td>
<td>$\bot^\mathcal{I} = \emptyset$</td>
</tr>
<tr>
<td>$\neg C$</td>
<td>$(\neg C)^\mathcal{I} = \Delta^\mathcal{I} \setminus C^\mathcal{I}$</td>
</tr>
<tr>
<td>$C \cap D$</td>
<td>$(C \cap D)^\mathcal{I} = C^\mathcal{I} \cap D^\mathcal{I}$</td>
</tr>
<tr>
<td>$C \cup D$</td>
<td>$(C \cup D)^\mathcal{I} = C^\mathcal{I} \cup D^\mathcal{I}$</td>
</tr>
<tr>
<td>$\forall R.C$</td>
<td>$(\forall R.C)^\mathcal{I} = {a \in \Delta^\mathcal{I}</td>
</tr>
<tr>
<td>$\exists R.C$</td>
<td>$(\exists R.C)^\mathcal{I} = {a \in \Delta^\mathcal{I}</td>
</tr>
</tbody>
</table>
wife is an abstract feature, age is a concrete feature, and =, and \( \leq_{25} \) are binary and unary predicates of the concrete domain of natural numbers, respectively. The set of constructors is also enlarged with several operators. Specifically, a path is a composition \( u = f_1 \cdots f_n g \), \( n \geq 0 \), where \( f_i \in N_{aF} \) and \( g \in N_{cF} \), and new concepts are constructed using \( \exists u_1, \ldots, u_n. P \), \( P \in \Phi_D \), and \( g \uparrow \), with the following semantics:

\[
(\exists u_1, \ldots, u_n. P)^T = \{ d \in \Delta^T \mid \exists x_1, \ldots, x_n \in \Delta^D : u_i^T(d) = x_i, (x_1, \ldots, x_n) \in P^D \}
\]

\[
(g \uparrow)^T = \{ d \in \Delta^T | g^T(d) \text{ is undefined} \}
\]

DLs with constructors of Table 1 extended with concrete domains are denoted by \( \mathcal{ALC}(D) \).

The decidability of a DL is a critical question to consider. DLs \( \mathcal{ALC}(D) \) for general TBoxes are not decidable (see Lutz 2003), so we cannot expect to implement a reasoner for those DLs. The first condition to make \( \mathcal{ALC}(D) \) decidable is to consider admissible concrete domains, that is, concrete domains where the set of predicates \( \Phi_D \) is closed under negation and contains a name \( T^D \) for \( \Delta^D \), and the satisfiability of conjunctions of predicates is decidable (for a formal definition, see Baader and Hanschke 1991). The second condition refers to the length of paths \( u \) in formulas \( \exists u_1, \ldots, u_n. P \): Only path-free compositions are considered, that is, each composition must have the form \( u = g.P \), where \( g \) is a concrete feature in \( N_{cF} \) (in the examples above, \( (\text{wife age}, \text{age}) = \) is not a path-free composition, and \( \text{age.} \leq_{25} \) is a path-free composition). More precisely, it is proved in Haarslev et al. (2001) that DLs \( \mathcal{SHN}(D) \) (which extends \( \mathcal{ALC}(D) \) with transitive roles, role hierarchies and unqualified number restriction) are decidable for admissible concrete domains and path-free compositions. As we will see later on, to formalize semantic granules and semantic granule maps we need only DL \( \mathcal{ALC}(D) \) with transitive roles and path-free compositions. Therefore, we ensure the existence of a suitable reasoner for our needs.

Another interesting question is the performance of the reasoner with the type of DL that we will use, \( \mathcal{ALC}(D) \). It is proved in Lutz (2003) that if the complexity of the satisfiability problem in the concrete domain \( D \) is PTime, then the satisfiability problem in \( \mathcal{ALC}(D) \) is PSpace-complete. To ensure that the satisfiability problem in the concrete domain is in PTime, we restrict our concrete domain to real numbers with linear equations. This implies that the only regions that we can express in our DLs are regions composed of polygons. This restriction is not so important because: (i) many areas are described in real scenarios with polygons (as in SVG format files); and (ii) linear equations are supported in OWL 2 (Parsia and Sattler 2009) and are implemented by reasoners such as RacerPro and HermiT.

3. Location granules and granule maps

Informally, a location granule is composed of one or more geographic areas which identify a set of GPS locations under a common name and a location granule map is a set of granules. On the one hand, location granules could be retrieved as part of the query projections (i.e., in the SELECT clause of an SQL-like query), therefore affecting the presentation of the results. On the other hand, it is possible to specify the use of location granules in the location-dependent constraints themselves (i.e., in the WHERE clause of the query); in this case, the use of location granules affects the semantics of the constraint because the suitable granularity has to be considered to process the constraint. In this article, we focus on semantic aspects, and so on the use of location granules in location-dependent constraints.
In this section, we formally define the concepts of location granule and location granule maps, and we introduce the type of queries that we will extend using a reasoner.

Let \((\mathbb{R}^n, d)\) be the \(n\)-dimensional Euclidean space with a defined Euclidean distance \(d: \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}\). Typically, we consider the two-dimensional Euclidean space of GPS locations. Given a set \(S\), we denote by \(\mathcal{P}(S)\) the power set of \(S\), that is, the set of all subsets of \(S\). Using a distance between points, we can define a distance between points and sets, 
\[
d : \mathbb{R}^n \times \mathcal{P}(\mathbb{R}^n) \rightarrow \mathbb{R},
\]
where \(d(g, G) = \inf \{d(g, g') \mid g' \in G\}\), and a distance between sets 
\[
d : \mathcal{P}(\mathbb{R}^n) \times \mathcal{P}(\mathbb{R}^n) \rightarrow \mathbb{R},
\]
where \(d(G, G') = \inf \{d(g, g') \mid g \in G\}\).

**Definition 3.1:** A location granule (or simply a granule) is a tuple \((G, name_G)\) where \(G\) is a subset of \(\mathbb{R}^n\) and \(name_G\) is a string to identify the granule. An element \(g \in G\) is called a location point.

**Definition 3.2:** A granule map is a tuple \((M, name)\) where \(M\) is a finite set of location granules and \(name\) is a string to identify the map. We will use the following notation: 
\[
M_G = \{G \mid (G, name_G) \in M\}.
\]

For our purpose, we will not consider that a granule \(G\) can be any subset of \(\mathbb{R}^n\). Instead, we restrict to granules \(G\) that can be expressed with linear formulas using the arithmetic operators \(+\) and \(*\) and the relational predicates \(<, =, >\), etc. For example, in \(\mathbb{R}^2\), the formula \((2 * x - y \leq 5) \land (3 * x + y \leq 8) \land (x >= 0)\) represents a triangle. With this restriction, we can define any kind of polygon, and at the same time, as we discussed in Section 2, we will obtain a good performance of the reasoners.

In Ilarri et al. (2011a), an inside constraint using granules and granule maps is defined and it is used to ask for objects \(o\) of a certain type (e.g., cars and ambulances) that have an attribute \(o.loc\) which defines its location. There are three types of inside constraints defined in Ilarri et al. (2011a); in the following \(r \in \mathbb{R}\), \(l\) is a location point, \(G\) is a granule, and \(M\) is a granule map:

\[
inside(r, G, type) = \{o \in type \mid d(o.loc, G) \leq r\}
\]
\[
inside(r, l, M, type) = \{o \in type \mid o.loc \in G, d(l, G_i) \leq r, G_i \in M\}
\]
\[
inside(r, G, M, type) = \{o \in type \mid o.loc \in G, d(G_i, G) \leq r, G_i \in M\}
\]

Examples of these queries are retrieve museums within 10 miles of a given province, museums in provinces which are within 10 miles from a given point, and museums in provinces which are within 10 miles from a given province. We illustrate the different types of inside constraints in Figure 1. Observe that we will extend these queries to an appropriate DL.

4. Semantic location granules and semantic granule maps
To formalize the concepts of semantic granules and semantic granule maps with DLs, we will consider that a transitive role named \(isContained\) and concrete features \(loc_{x_1}, \ldots, loc_{x_n}\) are defined in our model. Intuitively, the role \(isContained\) will be used to express that a granule is geographically contained in another one by subsumption and participation in the relationship (e.g., \(NewYork \sqsubseteq \exists isContained.EEUU\)), and \(loc_{x_1}, \ldots, loc_{x_n}\) will be the coordinates of a point. These concrete features allow us to define areas, for example,
Figure 1. Examples of different types of inside constraints. (a) inside \((r, G, \text{type})\), (b) inside \((r, g, M, \text{type})\), and (c) inside \((r, G, M, \text{type})\).

\(loc_x \geq 10 \land loc_x \leq 20 \land loc_y \geq 20 \land loc_y \leq 30\) (if we work in \(\mathbb{R}^2\), we write \(loc_x, loc_y\) instead of \(loc_{x_1}, loc_{x_2}\)).

**Definition 4.1:** An area concept \(f(loc_{x_1}, \ldots, loc_{x_n})\) is a concept constructed with operators \(\land\) and \(\lor\) and a combination of path-free compositions using concrete features \(loc_{x_1}, \ldots, loc_{x_n}\). An area concept name \(A\) is a concept name such that \(A \equiv f(loc_{x_1}, \ldots, loc_{x_n})\), where \(f\) is an area concept. The set of names of area concepts is denoted by \(N_A\).

For example, \(f(loc_x, loc_y) = \exists loc_x. \geq_{10} \land \exists loc_y. \leq_{20} \land \exists loc_y. \geq_{10} \land \exists loc_y. \leq_{15}\) is an area concept, whereas \(\exists loc_x. \geq_{10} \land \exists loc_x. \leq_{20} \land \exists loc_y. \geq_{10} \land \exists loc_y. \leq_{15} \land \text{City}\) is not an area concept.

**Definition 4.2:** Given \(\mathcal{K} = (\mathcal{T}, \mathcal{A})\) a knowledge representation and \(M\) a granule map, a semantic granule map is a tuple \((M, \mathcal{K}, \text{area}, \text{semGranule})\), where \(\text{area}\) and \(\text{semGranule}\) are functions from the set of granules of \(M\) to the concept names of \(\mathcal{T}\); that is, \(\text{area}, \text{semGranule} : MG \rightarrow NC\), such that the following must be satisfied for all \(G \in MG\):

1. \(\text{semGranule}(G) \sqsubseteq \text{area}(G)\)
2. \(\text{area}(G) \sqsubseteq \exists \text{isContained}. \text{semGranule}(G)\)

The concept names \(\text{semGranules}(G)\) are called semantic granules.

Let us show an example to explain the definition. Let \(M\) be a granule map with location granules \(M = \{\text{ZaragozaGr}, \text{AragonGr}, \text{MadridGr}, \text{SpainGr}, \text{LibourneGr}, \text{FranceGr}, \text{BordeauxWineRegionGr}, \text{PortugalGr}, \text{EuropeGr}\}\) and let \(\mathcal{T}\) be the following TBox\(^1\) of a knowledge representation \(\mathcal{K}\) (see Figure 2):

\[
\text{Zaragoza\_Area} \equiv \exists loc_x. \geq_{25} \land \exists loc_x. \leq_{30} \land \exists loc_y. \geq_{23} \land \exists loc_y. \leq_{30} \quad (4.1)
\]

\[
\text{Aragon\_Area} \equiv \exists loc_x. \geq_{25} \land \exists loc_x. \leq_{30} \land \exists loc_y. \geq_{20} \land \exists loc_y. \leq_{32} \quad (4.2)
\]

\[
\text{Madrid\_Area} \equiv \exists loc_x. \geq_{15} \land \exists loc_x. \leq_{20} \land \exists loc_y. \geq_{17} \land \exists loc_y. \leq_{23} \quad (4.3)
\]

\[
\text{Spain\_Area} \equiv \exists loc_x. \geq_{25} \land \exists loc_x. \leq_{35} \land \exists loc_y. \geq_{0} \land \exists loc_y. \leq_{35} \quad (4.4)
\]
Figure 2. Sample granule map.

\[
Libourne\_Area \equiv \exists loc_x. \geq 25 \land \exists loc_y. \leq 27 \land \exists loc_y. \geq 63 \land \exists loc_y. \leq 68
\]

(4.5)

\[
BordeauxWR\_Area \equiv \exists loc_x. \geq 20 \land \exists loc_x. \leq 30 \land \exists loc_y. \geq 60 \land \exists loc_y. \leq 70
\]

(4.6)

\[
France\_Area \equiv \exists loc_x. \geq 20 \land \exists loc_y. \leq 60 \land \exists loc_y. \geq 35 \land \exists loc_y. \leq 85
\]

(4.7)

\[
Portugal\_Area \equiv \exists loc_x. \geq 0 \land \exists loc_y. \leq 5 \land \exists loc_y. \geq 5 \land \exists loc_y. \leq 30
\]

(4.8)

\[
Europe\_Area \equiv \exists loc_x. \geq 0 \land \exists loc_x. \leq 250 \land \exists loc_y. \geq 0 \land \exists loc_y. \leq 250
\]

(4.9)

\[
Zaragoza \equiv Zaragoza\_Area \cap City
\]

(4.10)

\[
Aragon \equiv Aragon\_Area \cap Region
\]

(4.11)

\[
Madrid \equiv Madrid\_Area \cap City
\]

(4.12)

\[
Spain \equiv Spain\_Area \cap Country \cap \exists vat. = 21
\]

(4.13)

\[
Libourne \equiv Libourne\_Area \cap City
\]

(4.14)

\[
BordeauxWR \equiv BordeauxWR\_Area \cap WineRegion
\]

(4.15)
France ≡ France_Area \cap \text{Country} \cap \exists \text{vat.} =_{19} \quad (4.16)

Portugal ≡ Portugal_Area \cap \text{Country} \cap \exists \text{vat.} =_{23} \quad (4.17)

Europe ≡ Europe_Area \cap \text{Continent} \quad (4.18)

Zaragoza_Area \subseteq \exists \text{isContained.Zaragoza} \quad (4.19)

Aragon_Area \subseteq \exists \text{isContained.Aragon} \quad (4.20)

Madrid_Area \subseteq \exists \text{isContained.Madrid} \quad (4.21)

Spain_Area \subseteq \exists \text{isContained.Spain} \quad (4.22)

Libourne_Area \subseteq \exists \text{isContained.Libourne} \quad (4.23)

BordeauxWR_Area \subseteq \exists \text{isContained.BordeauxWR} \quad (4.24)

France_Area \subseteq \exists \text{isContained.France} \quad (4.25)

Portugal_Area \subseteq \exists \text{isContained.Portugal} \quad (4.26)

Europe_Area \subseteq \exists \text{isContained.Europe} \quad (4.27)

Region, Country, Continent, City, WineRegion are mutually disjoint \quad (4.28)

RedWine \subseteq Wine \quad (4.29)

RedWine \subseteq \exists \text{isTypical.\exists isContained.Aragon} \quad (4.30)

RedWine \subseteq \exists \text{isTypical.\exists isContained.France} \quad (4.31)

MadridShop \equiv \text{Shop} \cap \exists \text{isContained.Madrid} \quad (4.32)

AragonWine \equiv \text{Wine} \cap \exists \text{isContained.Aragon} \quad (4.33)

BordeauxWine \equiv \text{Wine} \cap \exists \text{isContained.BordeauxWR} \quad (4.34)

LibourneWine \equiv \text{Wine} \cap \exists \text{isContained.Libourne} \quad (4.35)

AragonWine \subseteq \exists \text{hasSimilarWine.BordeauxWine} \quad (4.36)

BordeauxWine \subseteq \exists \text{hasSimilarWine.LibourneWine} \quad (4.37)

WineShop \equiv \text{Shop} \cap \forall \text{sell.Wine} \quad (4.38)
We define a semantic granule map, \( (M, K, \text{area}, \text{semGranule}) \), where \( \text{area} \) and \( \text{semGranule} \) are the obvious functions \( \text{area}(\text{SpainGr}) = \text{Spain\_Area} \), etc., and \( \text{semGranule}(\text{SpainGr}) = \text{Spain} \), etc. We can ensure that this is a semantic granule map since it holds the conditions (1) and (2) of Definition 4.2 from axioms (4.10)–(4.18), and (4.19)–(4.27), respectively.

Intuitively, the condition (1) of Definition 4.2 says that a semantic granule is not only its geographic area but it could also have more attributes \( \text{semGranule}(G) = \text{area}(G) \cap C \). For example, Zaragoza is an area and a City, and Spain is an area and a Country. The condition (2) allows to establish qualitative relations between granules such as ‘Zaragoza is a city in Spain’, that is, Zaragoza \( \sqsubseteq \exists \text{isContained}. \text{Spain} \), or to express the concept ‘Aragon’s wines’, \( \text{Aragon\_Wine} \equiv \text{Wine} \cap \exists \text{isContained}. \text{Aragon} \). Let us note that we do not express the concept Aragon’s wine as \( \text{Wine} \cap \text{Aragon} \), since Aragon is a Region and wines are not regions; and similarly, Aragon’s wines are not defined as \( \text{Wine} \cap \text{Aragon\_Area} \) because of wines could not have location information. Therefore, we have divided the containment relationship in two parts: one to make calculations about areas (quantitative reasoning) using the subsumption relationship, and another one to establish relationships with other concepts (qualitative reasoning) using the \( \text{isContained} \) relationship.

We emphasize that two different functions are needed in the definition of semantic granule map to distinguish the area of a granule from the semantic granule. Usually, granules have attributes which are incompatible. For example, Zaragoza is a city and Spain is a country, and a city cannot be a country. So, let us suppose that we do not differentiate between the area of a granule and the granule itself. In this case, for example, it would be held that \( \text{Zaragoza\_Area} \equiv \text{Zaragoza} \) and \( \text{Spain\_Area} \equiv \text{Spain} \). Thus, the TBox \( T \) would be inconsistent since Zaragoza \( \sqsubseteq \text{City} \) and Zaragoza \( \sqsubseteq \text{Spain} \sqsubseteq \text{Country} \), and Zaragoza is not a country.

Let us note that a reasoner can deduce a number of facts, as we explain in the following.

**Proposition 4.3:** A reasoner under conditions of Definition 4.2 can infer that:

1. A granule \( G \) is contained in a granule \( G' \), that is, it can be deduced that \( \text{semGranule}(G) \sqsubseteq \exists \text{isContained}. \text{semGranule}(G') \)
2. A granule \( G \) intersects granule \( G' \)

**Proof:** From the definition of the area concept, using concrete domains, a reasoner can infer that \( \text{area}(G) \sqsubseteq \text{area}(G') \), and therefore that:

\[
\text{semGranule}(G) \sqsubseteq \text{area}(G) \sqsubseteq \text{area}(G') \sqsubseteq \exists \text{isContained}. \text{semGranule}(G')
\]

In the example above, it can be inferred that Zaragoza is contained in Spain, Zaragoza \( \sqsubseteq \text{Zaragoza\_Area} \sqsubseteq \text{Spain\_Area} \sqsubseteq \exists \text{isContained}. \text{Spain} \).

The second statement is obvious since it is equivalent to asking if the area concept \( \text{area}(G) \cap \text{area}(G') \) is satisfiable. □
Another interesting remark is that the content of a granule only depends on its area. What does this mean? For example, let us suppose that we define two different semantic granules with the same area, \( VaticanCity \equiv Vatican\_Area \cap City \) and \( VaticanCountry \equiv Vatican\_Area \cap Country \). We would like that the content of Vatican as a city, \( \exists isContained.\)VaticanCity, be equal to the content of the Vatican as a country, \( \exists isContained.\)VaticanCountry, even when a country is not a city. Due to the conditions (1) and (2) of the Definition 4.2 and the transitivity of the role isContained, we can conclude that in our model \( \exists isContained.\)VaticanCity \( \equiv \exists isContained.\)VaticanCountry, as it is proved in the following proposition.

**Proposition 4.4:** Let \( G \) be a granule under conditions of Definition 4.2. Then, it holds that \( \exists isContained.\)semGranule(\( G \)) \( \equiv \exists isContained.\)area(\( G \)).

And therefore, if \( G_1 \) and \( G_2 \) are granules such that \( \text{area}(G_1) \equiv \text{area}(G_2) \), then

\[
\exists isContained.\)semGranule(\( G_1 \)) \equiv \exists isContained.\)semGranule(\( G_2 \)).
\]

**Proof:** By condition (1) of Definition 4.2, \( \text{semGranule}(G) \subseteq \text{area}(G) \), and so \( \exists isContained.\)semGranule(\( G \)) \( \subseteq \exists isContained.\)area(\( G \)). Now, let us prove that \( \exists isContained.\)area(\( G \)) \( \subseteq \exists isContained.\)semGranule(\( G \)), obtaining the desired result. Using condition (2) of Definition 4.2 and the transitivity of role isContained, we can deduce

\[
\exists isContained.\)area(\( G \)) \subseteq \exists isContained.\)isContained.\)isContained.\)semGranule(\( G \)) \subseteq
\]
\[
\subseteq \exists isContained.\)isContained.\)semGranule(\( G \)).
\]

The second part of the proposition is trivial. \( \square \)

Let us also note that a reasoner can infer that the VAT applied in Madrid’s shops is 18 (the same one than in Spain and different from other countries in Europe), that is, \( MadridShop \sqsubseteq \exists isContained.\)vat. \( =_{18} \) using the last proposition:

\[
MadridShop \sqsubseteq \exists isContained.\)Madrid \equiv \exists isContained.\)Madrid\_Area \sqsubseteq
\]
\[
\sqsubseteq \exists isContained.\)Spain\_Area \equiv \exists isContained.\)Spain \sqsubseteq \exists isContained.\)vat. \( =_{18} \)
\]

To finalize this section, we would like to introduce another example in a different scenario, this time in \( R^3 \). We will use three concrete features, instead of two, \( locx, locy, \) and \( locz \) to express the three coordinates of the space. Let us suppose that we are looking for a person, \( John \), in a university campus. A GPS could give us the exact localization of \( John \), the coordinates \( x, y, \) and \( z \) of his position. This information is not very useful for a final user, since he/she would like to know in what department or building of the campus John is. To solve this problem, we have to mix some geographical information (GPS coordinates) with some semantic information (department of mathematics, building of medicine, . . .). If we consider that we have the following TBox:
we can now deduce that \( \text{John} \) is in the \( \text{PhysiologyDepartment} \) introducing in the ABox the location of \( \text{John} \), \( \text{locx}(\text{John}) = 6 \), \( \text{locy}(\text{John}) = 9 \), \( \text{locz}(\text{John}) = 10 \), since the reasoner would classify \( \text{John} \) as instance of the concept \( \exists \text{isContained} . \text{PhysiologyDepartment} \). Let us note that we can also deduce that \( \text{John} \) is an instance of \( \exists \text{isContained} . \text{ScienceBuilding} \) using the transitivity of the \( \text{isContained} \) rol. So, we could show to the user, depending on the level of granularity that we would want to use, that \( \text{John} \) is in the Department of Physiology or in the Science building of the campus.

5. Using inside constraints and the ABox

In this section, we explain how to use a reasoner to increase the functionalities of the inside constraints explained in Section 3.

Let \( A = f(\text{locx}_1, \ldots, \text{locx}_n) \) be an area concept, we define the \( r \)-buffer area concept, \( \text{Buffer}_r(A) \), as the area concept that extends the area of \( A \) in all directions by \( r > 0 \) units. For example, if \( A = \exists \text{locx} \geq 5 \land \exists \text{locx} \leq 10 \), then \( \text{Buffer}_3(A) = \exists \text{locx} \geq 2 \land \exists \text{locx} \leq 13 \). It is obvious that it holds that \( f(\text{locx}_1, \ldots, \text{locx}_n) \subseteq \text{Buffer}_r(f(\text{locx}_1, \ldots, \text{locx}_n)) \).

5.1. Extending the constraint inside\((r, G, M, \text{type})\)

As a running example, let us suppose that we would like to retrieve countries that produce red wine and are located within 500 miles from Zaragoza. Note that this type of query cannot be solved with an inside constraint since red wine is not a location attribute; instead, it is a type of drink. A simple inside constraint only involves objects with a known location. First, the above TBox \( T \) is enlarged with a new axiom to express the buffer area of Zaragoza:

\[
\text{Buffer}_{\text{Zaragoza\_Area}} \equiv \text{Buffer}_{500}(\text{Zaragoza\_Area})
\]

Now, a reasoner can help us to deduce, for example:

1. Which area concepts intersect the buffer area. The following set of area concept names is constructed:

\[
\text{Inter}_A(G, r) = \{ \text{area}(G') \mid G' \in M, \text{area}(G') \cap \text{Buffer}_r(\text{area}(G)) \text{ is satisfiable} \}
\]

In our case, \( \text{Inter}_A(\text{Zaragoza}, 500) \) is equal to \( \text{Madrid\_Area} \), \( \text{Zaragoza\_Area} \), \( \text{Spain\_Area} \), \( \text{France\_Area} \), \( \text{Portugal\_Area} \), and \( \text{Europe\_Area} \).

2. Which concepts contain the area concept names \( \text{Inter}_A(G, r) \). The following set of concepts is found:
\[ \text{Inter}(G, r) = \{ H \mid \exists F \in \text{Inter}_A(G, r), F \subseteq \exists \text{Contained}.H \} \]

In the example, \( \text{Inter}(\text{Zaragoza}, 500) \) is equal to Madison, Zaragoza, Spain, France, Portugal, and Europe.

(3) Which concepts of \( \text{Inter}(\text{Zaragoza}, 500) \) are countries, that is, if it is held that \( C \subseteq \text{Country} \) for some \( C \in \text{Inter}(\text{Zaragoza}, 500) \). Thus, it is retrieved Spain, France, and Portugal.

(4) And finally, if there exists a concept \( C \) in the last step such that \( \text{RedWine} \subseteq \exists \text{Typical}.\exists \text{Contained}.C \). The final result would be Spain and France.

We can summarize the queries for the reasoner as follows:

\[
\text{concepts } ?x, ?y : ?x \subseteq \text{Country}; \text{RedWine} \subseteq \exists \text{Typical}.\exists \text{Contained}.?x
\]

\[ ?x \subseteq ?y; ?y \cap \text{Buffer}_\text{Zaragoza}_\text{Area} \text{ is satisfiable} \]

Observe that the transitivity of the role \( \text{isContained} \) is necessary to infer that red wine is a typical type of wine in Spain:

\[ \text{RedWine} \subseteq \exists \text{Typical}.\exists \text{Contained}.\text{Aragon} \subseteq \]

\[ \subseteq \exists \text{Typical}.\exists \text{Contained}.\exists \text{Contained}.\text{Spain} \subseteq \text{by transitivity} \]

\[ \subseteq \exists \text{Typical}.\exists \text{Contained}.\text{Spain} \]

5.2. Extending the constraint \text{inside}(r, l, M, \text{type})

In this case, we need to solve queries like ‘Retrieve regions which have red wines and that are located within 100 miles from a location \( l \)’. Let us suppose that the coordinates for location \( l \) are \((10, 15)\). The TBox is enlarged with axioms

\[
\text{Here}_\text{Area} = \exists \text{loc}_x. =_{10} \cap \exists \text{loc}_y. =_{15} \quad (5.1)
\]

\[
\text{Buffer}_\text{Here}_\text{Area} = \text{Buffer}_{100}(\text{Here}_\text{Area}) \quad (5.2)
\]

Now, we proceed in the same way as before: first, we retrieve the area concepts that intersect \( \text{Buffer}_\text{Here}_\text{Area} \); second, we find what concepts hold that are subsumed by \( \exists \text{Contained}.H \), where \( H \) is an area concept found in the previous step; and, finally, we obtain which of the last retrieved concepts, \( C \), are regions that \( \text{RedWine} \subseteq \exists \text{Typical}.\exists \text{Contained}.C \). The queries for the reasoner could be summarize as follows:

\[
\text{concepts } ?x, ?y : ?x \subseteq \text{Region} : \text{RedWine} \subseteq \exists \text{Typical}.\exists \text{Contained}.?x
\]

\[ ?x \subseteq ?y; ?y \cap \text{Buffer}_\text{Here}_\text{Area} \subseteq \text{is satisfiable} \]
5.3. Exploiting the ABox

So far, the ABox has not been exploited, since areas have been described as concepts in the TBox. Another feasible way to describe locations is through instances in an ABox. An instance \( o \) of a semantic granule in our model is: first, since \( o \in area(G) \), it has a value for \( loc_1, \ldots, loc_n \), and we can see \( o \) as a location point; second, since \( o \in semGranule(G) \), it has some other qualities (like Region, Country), so we can consider \( o \) as a semantic location point. Let us show an example where the ABox is used. Thierry is a Frenchman visiting Zaragoza city. He is in front of a wine shop and would like to know if he can buy a bottle of wine of similar quality to wines from his home city, Libourne. We define a transitive role, hasSimilarWine, to express that two types of wines have similar quality.

If we consider the TBox defined by axioms (4.1)–(4.41) and we assert in the ABox the wineshop\(_1\) instance:

\[
\text{WineShop}(\text{wineshop}_1); \text{loc}_3(\text{wineshop}_1) = 27; \text{loc}_3(\text{wineshop}_1) = 28
\]

then, the reasoner deduces (see Figure 3) that the instance wineshop\(_1\) is located in Zaragoza\(_\_\)Area, and therefore in Aragon\(_\_\)Area, which is contained in Aragon (as a region). Moreover, by axiom 4.41, wineshop\(_1\) sells some Aragon’s wines which are similar to Bourdeaux’s wines and Libourne’s wines by axioms 4.36 and 4.37. Therefore, wineshop\(_1\) sells wines similar to the ones from Libourne. Let us note that we did not assert that wines from Zaragoza and Libourne are of similar quality, but we have just introduced an axiom in the TBox to express that the Aragon and BourdeauxWR wines are similar. The system, by reasoning over the relations isContained, hasSimilarWine, and isa relations, has inferred the rest.

We would like to remark the difference between an instance and a concept in our model. An instance would be any specific location point with attached semantics. For example, an instance \( o \) of the concept Spain \( \equiv \) Spain\(_\_\)Area \( \cap \) Country would be any point in Spain being considered as a location in a country. So, the instance \( o \), in fact, only has the information of the coordinates of the point. However, we can access all the information about the Spain concept because it is asserted that \( o \) belongs to it. Thus, we could retrieve the boundaries of the country, the different defined properties, and so on.

![Figure 3. Subset of the ontology to infer Thierry’s query.](image-url)
5.4. Other spatial relationships

So far, we have focused on the inside constraint, as this is a very useful and typical constraint for location-dependent queries. However, other relationships can also be easily supported by our proposed framework. In this section, we briefly overview some of these relationships.

A formal definition for binary topological relationships in geographic databases is given in Egenhofer (1989), Egenhofer and Franzosa (1991), and Egenhofer and Herring (1991). According to these definitions, the authors distinguish a set of basic relations between regions depending on the interior, exterior, and frontier of the regions (see Figure 4, i.e., the interior, exterior, and frontier of the granules). The next proposition states how we can use a reasoner to discover some of these relationships. The proof is straightforward from the definitions.

Proposition 5.1: Let $G_1$ and $G_2$ be granules of a granule map $M$, $(M, K, \text{area}, \text{semGranule})$ a semantic granule map, and $A_1$ and $A_2$ are the area concepts in $K$ such that $\text{area}(G_i) = A_i$ ($i = 1, 2$). Then:

1. if $A_1 \equiv A_2$, then the area of the granule $G_1$ is equal to the area of the granule $G_2$, that is, $\text{equal}(G_1, G_2)$ is true.
2. if $A_2 \subseteq A_1$ and $\neg A_2 \cap A_1$ are satisfiable, then $\text{contain}(G_1, G_2)$ or $\text{cover}(G_1, G_2)$ holds.
3. if $(A_1 \cap A_2) \subseteq \bot$, then $\text{disjoint}(G_1, G_2)$ holds.
4. if $A_1 \cap A_2$, $\neg A_1 \cap A_2$ and $A_1 \cap \neg A_2$ are satisfiable, then $\text{overlap}(G_1, G_2)$ or $\text{meet}(G_1, G_2)$ holds.

Let us note that we cannot easily use the reasoner to distinguish between contain/cover and overlap/meet relationships, since the reasoner should automatically obtain the frontier of the area concepts. In fact, the $\text{isContained}$ relation used in this article is the logical disjunction of the $\text{contain}$ and the $\text{cover}$ relationships in Figure 4. Also note that we have not considered the inside/coveredBy relationships in the proposition, as these relationships are the inverse of contain/cover. Finally, it is necessary that $A_1$ and $A_2$ in the above proposition be area concepts. For example, if $A_1$ is equal to $\text{VaticanCity}$ (the intersection of the area concept $\text{Vatican Area}$ and the concept $\text{City}$) and $A_2$ is $\text{VaticanCountry}$ (the intersection of

![Figure 4. Set of binary topological relationships. Adapted from Egenhofer (1989), used with permission.](image-url)
concepts Vatican_Area and Country), we get that \( A_1 \cap A_2 \subseteq \bot \) (since concepts City and Country are disjoint). So, applying the above proposition, we would obtain that the areas \( A_1 \) and \( A_2 \) are disjoint, which is obviously false. If we consider only the area concepts, we will get the right conclusion: \( A_1 \) and \( A_2 \) are equal.

6. Related work

As we have seen, the problem of formalizing semantic granules is closely related to spatial reasoning with DL languages. There are different approaches in the literature to tackle the spatio-semantic reasoning problem with DLs. In Haarslev et al. (1998), it is defined a new role forming operation in DLs that leads to a new type of DL: \( ALCRP(D) \). The authors use this DL for spatioterminological reasoning with the concrete domain of polygons. Some constraints are imposed on the new role forming operator to obtain the decidability of \( ALCRP(D) \). The contains relation is then defined using the new operator. However, problems would arise if a real reasoner should be used, since no one uses the role forming operator and the polygons concrete domain.

In Wessel and Möller (2009), the authors present a practical framework for building ontology-based systems applied to GIS. They propose to associate the ABox with an SBox (spatial box) which includes geometric information, called map substrate. Then, a special query language is used to obtain information from it. Contrary to our model, they make an intensive use of the ABox to infer geometrical information, leaving the TBox mainly for semantic inferences.

Another way to capture semantics and spatial information together is using Region Connection Calculus (RCC, Randell et al. (1992)). The relations it proposes have been an intensive case of study. However, there is no unique way of modeling them using ontologies. In Katz and Grau (2005), RCC relations are presented as concept axioms in OWL DL (Bechhofer et al. 2004). In this case, the isContained relation is defined as a subsumption relation \( \subseteq \), which implies, as we have seen before, unexpected inferences. RCC relations considered as roles in DLs have been researched more extensively. In Wessel (2002), new families of DLs using RCC are defined, \( ALCI_{RCCS} \) and \( ALCI_{RCCS} \), demonstrating that they can be undecidable. If we express RCC with roles, it is natural to express relations between RCC components with role axioms like \( R \circ S \subseteq R_1 \sqcup \ldots \sqcup R_n \). It is proved in Horrocks and Sattler (2004) that SHIQ (\( ALC \) extended with role hierarchy, inverse roles and qualified cardinality restrictions) with complex role inclusions is undecidable. An algorithm is used to refine the ABox and obtain new knowledge in Grütter et al. (2008). The algorithm asserts new RCC relations \( P(x,y) \) (part of, contains) in the ABox, if the instances related hold an hypothesis and the new assertion is consistent with the TBox. However, with this approach, we need an external entity to assert facts that in our model are inferred automatically.

A different approach to realize spatial relations trying to avoid the undecidability problems is the use of rules. In Chen et al. (2005), SWRL (Semantic Web Rule Language) is used to encode spatial relations. SWRL is composed of Horn rules which do not have enough expressivity for complex relations and can only be applied in ABoxes.

Regarding spatial databases, the problem of modeling spatial data at different levels of detail has been addressed from a different point of view (e.g., Fonseca et al. 2002, Camossi et al. 2003a). These works focus on the different possible levels of detail/specification of spatial entities, leaving aside their locations and their implicit semantics. There are also works that have considered locations at different granularity levels but with no semantic information attached, such as Camossi et al. (2003b, 2008). However, the authors of these
works focus on inner data representation, the access to it, and its conversion at different representation levels, thus leaving aside the semantics and inferring capabilities that our model exhibits. In Belussi et al. (2009), the authors provide a framework to define spatio-temporal granularities (as well as a set of relationships between granularities) and use them in Database Management Systems, but again they are more focused on data representation than on capturing the semantics and enabling reasoning capabilities.

Regarding pervasive computing, many efforts have also been done in modeling locations, as the location is an important part of the user’s context. In Stevenson et al. (2009), the authors propose Ontonym, a set of ontologies that model different aspects of context. In particular, they adopt the location model presented in Ye et al. (2007), which unifies both hierarchical and geometrical dimensions of locations in the same model. However, they focus on representing locations and spatial relationships, leaving aside the nonspatial semantics that might be behind them. Moreover, these proposals delegate to the developer (or to an external system) the effort of establishing the relationships and modeling the containment hierarchies.

Summing up, as opposed to our model, most of the proposed models in the literature use essentially the ABox to encode spatial relations, which implies the need of having a method outside the reasoner to assert many of the spatial relations, or they are mainly focused on data representation, neglecting the potential semantics behind locations expressed at different granularities.

7. Conclusions and future work

In this article, we have proposed a formal model that comprises both the spatial and semantic dimensions of locations seamlessly. For this purpose, we have adopted DLs as a base formalism to have all its expressive power and reasoning capabilities. In particular, our approach has the following features:

- We give a formalization for semantic granules and semantic granule maps using a type of DLs $ALC(D)$ with transitive roles, which is supported by almost all the existing reasoners (Pellet, Racer Pro, HermiT, etc.).
- Our interpretation of $isContained$ and $intersects$ relations enables inferring new knowledge while avoiding obtaining wrong conclusions due to the geographic inclusion of concepts.
- It uses a reasoner to extend the expressivity of $inside$ constraints.
- It exploits the capability of reasoners to infer implicit knowledge over a TBox better than other models based on asserting relations in an ABox explicitly.
- It allows us to express non-geographical information about the different locations and reason about it along with the spatial information.

As future work, we plan to study how to integrate more spatial relationships in the model to enable automatic reasoning about it. Above all, we will analyze how to introduce RCC relations other than the $isContained$ relation, like inner and outer tangential relations and, what is more interesting, how to model the dependency between all the RCC relations.

Another interesting question to solve is how to introduce distances between areas in our model. Since we consider that granules are concepts instead of instances, it is difficult to formalize a distance between granules. We would need a function from concepts to real numbers, and, as far as we know, there is no defined DLs in the literature with such type of functions.
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Note

1. To keep explanations easier to follow, we represent geographic areas in the TBox by simple rectangles instead of the real geographic limits.
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