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Abstract. There is a great amount of information available on the web. So, users typically use different keyword-based web search engines to find the information they need. However, many words are polysemous and therefore the output of the search engine will include links to web pages referring to different meanings of the keywords. Besides, results with different meanings are mixed up, which makes the task of finding the relevant information difficult for the user, specially if the meanings behind the input keywords are not among the most popular in the web. In this paper, we propose a semantics-based approach to group the results returned to the user in clusters defined by the different meanings of the input keywords. Differently from other proposals, our method considers the knowledge provided by a pool of ontologies available on the Web in order to dynamically define the different categories (or clusters). Thus, it is independent of the sources providing the results that must be grouped.

1 Introduction

The big explosion of the World Wide Web in the last fifteen years has made a great and ever-growing amount of information available to users. In this context, search engines have become indispensable tools for users to find the information they need in such an enormous universe. However, traditional search engine techniques are becoming less and less useful because there is simply too much information to search.

Thus, for example, the use of polysemous words in traditional search engines leads to a decrease in the quality of their output \cite{1,2}. For example, if a user inputs “mouse” as a keyword because he/she is interested in obtaining information about “the numerous small rodents typically resembling diminutive rats”, the search engine can return a very high number of hits. Particularly, in this case Google returns about 218,000,000 hits\textsuperscript{3}. However, the first hit that refers to the animal is on the third page of the results (the 36th hit), while the previous hits refer to other meanings of the word “mouse”, such as “pointer

\textsuperscript{3} Data obtained on 24th April 2009.
device”, “non-profit organization that pioneers innovative school programs”, different companies, etc. Unfortunately, users usually check only one or two pages of the results returned by the search engine [3]. So, an approach is needed to tackle this problem to provide the user with the information that he/she needs.

The problem is that hits referring to different meanings of a user keyword are usually mixed in the output obtained from a search engine. Moreover, the top positions in the ranking are occupied by the meanings which are the most popular on the Web (in the previous example, “pointer device”), hiding the huge diversity and variety of information available to the users on the Web. So, presenting the results to the user classified in different categories, defined by the possible meanings of the keywords, would be very useful, providing interesting advantages, as it is claimed in several previous works (e.g., [4, 5]). Thus, it helps the user to get an overview of the results obtained, to access results that otherwise would be positioned far down in a traditional ranked list, to find similar documents, to discover hidden knowledge, to refine his/her query by selecting the appropriate clusters, to eliminate groups of documents from consideration, and even to disambiguate queries such as acronyms. Summing up, it improves the user’s experience by facilitating browsing and finding the relevant information.

In this paper we propose a new approach, based on semantic technologies, that is able to classify the hits in clusters according to the different meanings of the input keywords. Moreover, it discovers the possible meanings of the keywords to create the categories dynamically in run-time by considering heterogeneous sources available on the Web. As opposed to other clustering techniques proposed in the literature, our system considers knowledge provided by sources which are independent of the indexed data sources that must be classified. Thus, it relies on intensional knowledge provided by a pool of ontologies available on the Web instead of on extensional knowledge extracted from the sources to be grouped by means of statistical information retrieval techniques.

The structure of the rest of the paper is as follows. In Section 2 the main elements of our proposal are presented. Then, in Section 3 some possible improvements of the basic architecture are detailed. In Section 4 a methodology to evaluate our proposal is proposed, and in Section 5 some related works are presented. Finally, some conclusions and plans for future work appear in Section 6.

2 Architecture of the System

Along the last decades, different techniques to cluster documents have been proposed. However, traditional clustering algorithms cannot be applied to search result clustering [6, 4, 7] because, for example, it is not feasible to download and parse all the documents due to the need to provide quick results to the user. In the following, we first present the features that a clustering approach for web search should present. Then, we propose a basic architecture that, enhanced with the improvements described in Section 3, complies with these features. Finally, we explain the workflow of the system and illustrate it with an example.
2.1 Requirements of a Web Search Clustering Approach

Several works have identified the features that a suitable clustering approach in the context of web search should exhibit. Thus, in [6] the following six features are indicated:

– **Relevance**: the clustering approach should separate the pages relevant to the user’s query from the irrelevant ones.

– **Browsable summaries**: it should provide informative summaries of the clusters generated.

– **Overlap**: one web page could belong to more than one cluster, as web pages may have overlapping topics.

– **Snippet-tolerance**: methods that need the whole text of the document should be avoided, due to the excessive downloading time that they would require, in favor of approaches that only rely on the snippets. Moreover, in [6], the authors indicate that “Surprisingly, we found that clusters based on snippets are almost as good as clusters created using the full text [...].”

– **Speed**: clustering should be fast.

– **Incremental**: the clustering process should start as soon as some information is available, instead of waiting until all the information has been received.

Some authors emphasize or propose slightly different features; for example, [4] considers coherent clusters (which implies the need to generate overlapping clusters), efficiently browsable, and speed (algorithmic speed and snippet-tolerance). However, the previous six features are clearly a good representative.

2.2 Basics of the Proposed System

Considering the previous features, we have defined a basic architecture of a system, whose goal is to provide the user with data that satisfy his/her information needs, from the data obtained by a traditional search engine. We have also considered possible improvements to this basic approach, that we detail in Section 3, to totally fulfill the previous features. The proposed system performs two main steps (see Figure 1 for a general overview):

**Step 1: Discovering the semantics of user keywords**

In this step, the system needs to discover the intended meaning of the user keywords to only consider the hits returned by the traditional search engine that correspond with that semantics. So, it is required to find out the possible meanings (interpretations or senses) of each input keyword (ki) of the user, and then to select one interpretation for each keyword. In other words, a *Word Sense Disambiguation (WSD)* [2] algorithm is performed in two phases in run-time:

4 A snippet is a segment that has been snipped off the document returned as a hit. Typically, it is a set of contiguous text around the user keywords in the selected document.
1. In the *Extraction of keyword senses* phase, the system has to obtain a list of possible meanings for each keyword $k_i$ (called *possible keyword senses* and denoted as $\{s_{i1}, s_{i2}, \ldots, s_{in}\}$), so semantic descriptions are required. These descriptions are provided by different sources such as thesauri, dictionaries, ontologies, etc., and extracting these descriptions from them is needed. At this point, we consider two possibilities to tackle this task:

- *Consulting a well-known general-purpose shared thesaurus such as WordNet.* The main advantage of this option is that it provides a reliable set of the possible meanings of a keyword, and allows to share with others the result of the process. Moreover, the fundamental peculiarity of a thesaurus is the presence of a wide network of relationships between words and meanings. The disadvantage is that it does not cover with the same detail different domains of knowledge. So, some terms or meanings may not be present; for example, the term “developer” with the meaning “somebody who design and implements software” is not stored in WordNet. Moreover, new possible interpretations of a word appear along time; for example, life as “the name of the well-known magazine” or “the name of a film”. These considerations lead to the need of expanding the thesaurus with more specific terms (this can be easily done using a MOMIS component, called WordNet Editor, which allows adding new terms and linking them within WordNet [8]). In contrast, other terms in the thesaurus may have many associated and related meanings; for example, the word “star” in WordNet has three very similar meanings “someone who is dazzlingly skilled in any field”, “an actor who plays a principal role” and “a performer who receives prominent billing”. Some
users could consider all these meanings as equivalent ones, whereas others could be interested into treating them as different ones.

- **Consulting the shared-knowledge stored in different pools of ontologies available on the Web and using synonym probability measurements to remove redundant interpretations.** For this task we perform the process defined in [9, 10] for each keyword. In short, these works rely on the following idea: the more ontologies consulted (each one representing the point of view of their creators), the more chances to find the semantics that the user assigned to the entered keywords. Firstly, the ontological terms that match the keyword (and also their synonyms) are extracted from the whole ontologies by means of several techniques described in [9]. Then, the system treats the possible overlapping among senses (different terms representing the same meaning). For this task, the different terms extracted are considering as input of the following iterative algorithm. For each ontological term, its similarity degree with respect to the others terms is computed. If the similarity degree is lower than a threshold given as parameter (synonym threshold), the two terms are considered to represent different meanings of the keyword; otherwise, they are considered synonyms (they represent the same interpretation of the keyword) and they are merged (integrated) into a single sense following the techniques described in [9], in order to form a new multi-ontological term that will be compared with the rest of terms. Finally, the output of the process is a set of integrated senses, where each element corresponds to a possible meaning of the keyword. The main advantage of this approach is the use of an unrestricted pool of ontologies available on the web because it maximizes the possible interpretations for the keywords; for example, the meaning of “developer” related to ”computer science” appears in some ontologies\(^5\). Moreover, it allows new interpretations of the words to be considered without extra effort. The system can also be set up to work with different synonym thresholds so the output can be dynamically changed. Notice that if the synonym threshold is risen, then the integration of terms decreases, so more fine-grained senses are provided as output, whereas if the synonym threshold decreases there is a higher degree of integration and less interpretations are provided for the same keyword. The main disadvantage of this approach is that it could introduce noise and irrelevant information. Besides, the complexity of the process could have a high cost in time, decreasing the average speed.

The trade-off between the two previous approaches is not totally clear. Therefore, we decide to begin the implementation of the proposed architecture considering only WordNet for simplicity reasons, and then to replace the keyword senses extraction module by the techniques described in [9, 10] and to compare the performance of the two approaches.

2. In the Disambiguation of keyword senses phase, the system selects the most probable intended meaning for each user keyword (called selected senses, denoted by s1x, s2y, ..., snz). Many features can be considered to discover the more suitable sense of a word in the context of a document written in natural language; however, the disambiguation process is more complex when a no so-rich context is available, as in this case where the input is a list of plain keywords, so we cannot take advantage of the syntax of a whole sentences or the collocation of the words. Moreover, user queries in keyword-based search engines normally has a length lower than five words. Nevertheless, even under these circumstances, in many cases for a human it is possible to select/discard meanings of the polysemous words. Thus, for example, the word star is expected to be used with the meaning “celestial body” when it appears with the word “astronomy”, and with the meaning “famous actor” when it appears with the word “Hollywood”. Therefore, we try to emulate this behavior by taking into account the context in which a keyword appears, i.e. the possible meanings of the rest of user keywords, to select its most probable intended meaning. In order to do that, we consider the use of the semantic relatedness measure based on information provided by traditional syntactic search engines and the disambiguation method defined in [1, 11]. However, the proposed architecture does not depend on a specific WSD method because not all WSD methods are valid or perform well in all possible contexts, as it is said in [12]. So, other approaches such as a Probabilistic Word Sense Disambiguation (PWSD) [12, 13] or using the profile of the user or other information available in the disambiguation process could be considered. In addition, it is also a possibility to ask for user intervention when the context is highly ambiguous (even for humans) as for example “life of stars”.

Step 2: Semantics-guided data retrieval step

The goal of this step is to provide the user with only the hits retrieved by a traditional search engine, such as Google or Yahoo!, in which he/she is interested and filter out the irrelevant results. In other words, the system must select the hits that have the same semantics as the intended meaning of the user keywords and discard the others. This process is performed in four phases in run-time:

1. The first phase requires performing a traditional search of hits on the Web, by taking as input the user keywords and using a traditional search engine such as Google or Yahoo!. This search returns a set of relevant ranked hits, which represent the web pages where the keywords appear. The order of the hits, i.e. the ranking of the results provided by the search engines used, depends on the specific techniques used by the engine for that task and its numerous internal parameters. At first we only consider the first 100 hits returned for the search engine to be provided as input of the next phase. Notice that this process can be performed in parallel with the Discovering the semantics of user keywords step.
2. In the *Lexical annotation of hits* phase, each of the hits (composed of a title, a URL and a snippet), obtained in the previous phase, is automatically annotated lexically. In more detail, firstly, each returned hit goes through a cleansing process where stopwords are filtered out; then, a *lexical annotation* process is performed for each hit\(^6\). Each user keyword that appears in each filtered hit is marked with the most probable keyword sense by considering the context in which it appears (i.e., by considering its relevant neighbor words) and using WSD methods. As in the *Disambiguation of keywords senses* phase, here it is also possible to consider other WSD approaches such as PWSD\(^7\) (see Section 3 for more details). In this way, a more realistic approach would be considered, as it is usually very difficult even for a human to select only one meaning of the word when the context is limited. Besides, for each keyword we consider the possible meanings obtained in Step 1 and also a new *unknown meaning*. This allows the system to take into account the evolution of a natural language: new senses for a keyword appear when these senses start being used, and only after these senses become widespread they will be integrated in the resources where the semantic descriptions are provided. So, when a user keyword within the snippet of the hit cannot be annotated, it is assumed that it corresponds with the unknown sense. It should be emphasized that only the information provided by the snippets of the hits is used in this step, without accessing to the full document by means of the URL provided. This is because an approach that needs to download the whole documents would be unsuitable for clustering web search results, due to the requirement to provide a quick answer to the user (see Section 2.1). Besides, to further reduce the processing time, we initially propose considering only the first 100 hits returned by the search engine\(^8\). Moreover, if needed, several hits could be annotated in parallel by using multiple computers/processors. Notice that this process can be performed in parallel with the *Disambiguation of Keyword Senses* phase, but it is needed that the *Extraction of keywords senses* had finished.

3. In the *Categorization of hits* phase, the hits, annotated in the previous phase, are grouped in clusters/categories by considering their lexical annotations. Firstly, the system defines the categories that are going to be considered. The potential categories are defined by the possible combinations of senses for the input keywords. For example, if the user introduces two keywords \(k_1\) and \(k_2\),

---

\(A\) *lexical annotation* is a piece of information added to a term that refers to a semantic knowledge resource such as dictionaries, thesauri, semantic networks or others which express, either implicitly or explicitly, a general ontology of the world or a specific domain.

\(B\) Probabilistic Word Sense Disambiguation automatically annotates keywords and associates to any lexical annotation a probability value that indicates the reliability level of the annotation. Besides, it is based on a probabilistic combination of different WSD algorithms, so the process is not affected by the effectiveness of single WSD algorithms, in a particular context or application domain.

\(C\) We plan to perform experiments to determine a good value for the number of hits to analyze, by studying the trade-off between the recall and the answer latency.
and $k_2$) and, in the previous step, two senses are discovered for $k_1$ ($S_{11}$ and $S_{12}$) and one sense for $k_2$ ($S_{21}$), then the following potential categories are considered: $(S_{11}, S_{21})$, $(S_{12}, S_{21})$, $(U_1, S_{21})$, $(S_{11}, U_2)$, $(S_{12}, U_2)$, where $U_1$ and $U_2$ represent the unknown meanings considered for the keywords $k_1$ and $k_2$ respectively. Secondly, each hit has to be assigned to the category defined by the meanings of the input keywords corresponding to the lexical annotation of that hit. The hits of each category are ordered following the ranking returned by the search engine. Therefore, popular hits within a category will appear first, as they reference well-known web pages with topics belonging to that category. Notice that, in this way, only considering the basic architecture, a hit is only assigned to one category (the most probable one). Besides, categories will be labeled with the definitions of the corresponding meanings and potential categories that are allocated no hits will be discarded. This process can be performed in parallel with the disambiguation of keyword senses, but once the Extraction of keywords senses phase has finished. Moreover, the different hits can also be classified in parallel.

4. Finally, the system considers the result of the Disambiguation of keyword senses phase, where a sense is obtained for each keyword, and the cluster that corresponds with these selected senses is provided to the user. We also advocate in this step the use of AJAX to improve the user’s experience (the clustering can be performed in background while the user uses the system).

It would be also possible to consider a different final output for the semantics-guided data retrieval, such as presenting all the hits obtained by traditional search engines grouped in categories considering the different meanings of the input keywords. For more details, see Section 3.

2.3 Workflow of the System and Running Example

In this section, we will illustrate the steps performed by our system with an example. Let us assume that the user is interested in the way that the jaguar species has evolved and he/she enters the input keywords “jaguar” and “evolution”, which we will denote by $k_1$ and $k_2$ respectively. The following steps take place (see Figure 2, which emphasizes the steps that can be performed in parallel):

- The semantics of the user keywords are discovered (right part of Figure 2). For this, first the possible senses of each of the input keywords are obtained. For simplicity, let us assume that the system uses a well-known general purpose shared thesaurus (another alternative was discussed in Section 2.2). WordNet 3.0 gives just one possible meaning $S_{11}$ for the word “jaguar” (the animal) and two meanings $S_{21}$ and $S_{22}$ for “evolution” (“a process in which something passes by degrees to a different stage” and “the sequence of events involved in the evolutionary development of a species or taxonomic group of organisms”). Then, the disambiguation process selects $S_{11}$ and $S_{22}$ as the most probable meanings of $k_1$ and $k_2$. 

Fig. 2. Workflow indicating the steps performed for identification of the user's needs

Data are retrieved based on the semantics (left part of Figure 2). First, the input keywords are entered in a traditional search engine and the first 100 hits (title, URL, and snippet) are cleaned and collected. Then, each hit is annotated by marking each keyword appearing in the hit with its most probable sense. The keyword $k_1$ can be annotated with two possible senses ($S_{11}$ and $U_1$) and the keyword $k_2$ with three possible senses ($S_{21}$, $S_{22}$, and $U_2$), by considering the possible senses discovered for the keywords and the unknown senses. As an example, in the first hit returned by Google\textsuperscript{9}, with title “Jaguar Evolution premium Class 5.25 inch Scissors” (a model of scissors), $k_1$ is annotated with $U_1$ and $k_2$ with $U_2$. In the second hit, with title “Jaguar Evolution Poster at AllPosters.com” (a poster showing the evolution of different models of the Jaguar car), $k_1$ is annotated with $U_1$ (the meaning of jaguar as a type of car is not available in WordNet) and $k_2$ is annotated with $S_{21}$. As a final example, in the 20th hit, with title “Paleontology (Dinosaurs): Evolution of Jaguars, lions and tigers...”, $k_1$ is annotated with $S_{11}$ and $k_2$ with $S_{22}$; this is the first hit that is actually relevant for the user. These hits are then grouped in categories defined by

\textsuperscript{9} Data obtained on 12nd May 2009.
the possible combinations of senses. Two hits are grouped under the category characterized with $S_{11}$-$S_{22}$, three hits within the category $S_{11}$-$U_{2}$, 36 hits within $U_{1}$-$S_{21}$, 2 within $U_{1}$-$S_{22}$, and 57 within $U_{1}$-$U_{2}$. Finally, the cluster with the intended meaning (in this case, the cluster with the annotations $S_{11}$ and $S_{22}$) is presented to the user.

As illustrated in the previous example, our approach saves a lot of effort to the user in locating the relevant hits. Only the hits in the positions 20th and 63rd are relevant for the user and presented immediately to him/her within the relevant cluster.

3 Improvements of the Basic Architecture

In this section, we describe two improvements for the basic architecture presented before. First, we propose to use a Probabilistic Word Sense Disambiguation to consider the probabilities of the different senses of a keyword instead of just using the most probable sense. Second, we advocate considering synonyms of the user keywords to increase the coverage of the results returned to the user.

3.1 Probabilistic Word Sense Disambiguation

In the basic architecture described in the previous section, the system selects the most probable meaning for each user keyword and presents to the user the cluster with the hits that correspond to those meanings. However, trying to select the most probable sense could be risky. Indeed, in many cases, even the user himself/herself may find difficulties to assign a single meaning to his/her keywords. An alternative approach could make use of PWSD techniques to assign probabilities to the different senses of the keywords. Based on this idea, we suggest three possible ways to improve our proposal:

1. Show more interpretations to the user. This is a slight variant of the approach described in Section 2.2 where, instead of returning just one cluster to the user, which corresponds with the selected senses in the Disambiguation of Keyword senses phase, the system shows all the categories considered containing hits. Thus, this approach recognizes the possibility that the user needs to explore clusters other than the most probable one. For example, if the user keywords are $k_1$ and $k_2$, and $k_1$ has three possible meanings ($S_{11}$, $S_{12}$, $S_{13}$) and $k_2$ two possible meanings ($S_{21}$ and $S_{22}$), then the system retrieves twelve combinations/interpretations (taking into account the unknown senses). The order in which the different created clusters are shown depends on the probability of the selected senses that represent each category.

2. Multi-classification. In this case, the user keywords and categories are interpreted as in the previous case. However, we adopt a different approach to classify the hits. Thus, during the disambiguation of the keywords that
appear in the hits, we assign not just one meaning for each keyword but a list of possible meanings (it can be a ranked list if we are using a PWSD). So, depending on the meanings that are assigned to a keyword in a hit, the hit can be classified in different clusters. As a result, selecting different interpretations of the user keywords, the user can retrieve the same hit.

3. **Multi-classification with ranking.** In this case, the hits are clustered as in the previous case using a PWSD technique but, in addition, the hits in each cluster are ordered by considering their annotated probabilities and not only the ranking of the search engine from which they are retrieved, as in the previous case. During the *Lexical Annotation* phase the PWSD can retrieve different meanings for each user keyword in the snippet or title of a hit, each one associated with a probability value. So, an interpretation/combination of meanings in a hit (for example S11, S22) is associated to a probability computed as the joint probability of the meanings (Prob(S11) \* Prob(S22)). This probability can be combined with the rank retrieved by the traditional search engine considered, providing a new rank of hits. As a result, selecting an interpretation of the user keywords, the user can retrieve a ranked list of hits by considering their lexical annotations.

We consider that these techniques will be useful to facilitate the user in the task of finding the relevant web pages. An experimental evaluation is needed to compare these approaches.

### 3.2 Retrieval of Synonyms of User Keywords

Important improvements can be achieved by considering synonyms of the user keywords to retrieve more pages to be classified in the different categories [14]. Based on the meanings of the keywords and the semantic resources used, the system is able to identify words that are synonyms. Using these synonyms as input to the search engine, it is possible to retrieve new relevant hits. For example, the words “truck” and “lorry” are synonymous. If we enter “truck” in Google we obtain about 166,000,000 hits, but if the user enters “lorry” the number of hits is approximately 5,220,000. Therefore, if the system considers the synonyms of the user keywords and searches for both “truck” and “lorry” it will provide a better coverage of the relevant results.

It should be noted that if a word used to extract new hits is a polysemous word then the system needs to discard the hits that do not correspond with the intended meaning of the user. For example, if a user inputs “actor” he/she is also probably interested in “star” (as in “film star”). However, there will be some hits with the input keyword start that are irrelevant for the user, such as those hits containing information about the “celestial body”; only hits with the sense “someone who plays a main role in a film” will be interesting for the user. So the systems also performs a retrieval by using these synonyms and, after that, it must lexically annotate the snippets obtained in this enrichment and filter out those annotated hits with a no relevant meaning. Besides, the hits returned will
be grouped in the same clusters, so the number of clusters will not be affected and more relevant hits will be retrieved for each cluster.

It should be emphasized that this synonym expansion approach enhances the recall of the system especially in those cases where the user selects keywords that are not so common (instead of synonyms that are more popular).

4 Experimental Evaluation Methodology

At this point, we ask ourselves how this system can be evaluated. As indicated in [5], there is no general consensus about a good metric to evaluate the quality of the search result clusters; besides, comparing different clustering and search engines approaches is not easy because most of them have different goals (oriented to a specific topic vs. general coverage, allowing queries whose length is one word vs. several words, etc.). Despite this fact, three different methodologies to evaluate a clustering of search results are identified in [5]:

- **Anecdotal evidence** for the quality of the results. Following this methodology, we could evaluate the quality of the results by analyzing the way in which the users behave when using the system. Collecting significant anecdotal evidence is quite challenging.

- **User surveys** with different input queries. This approach suggests asking the users to evaluate the relevance of the results returned for different sample queries. This approach has also some shortcomings, such as the difficulty to find a statistically significant number of users or sample queries.

- **Mathematical measures** [5, 15]. These methods propose the use of metrics to evaluate the quality of the clusters. There are also some difficulties inherent to these methods, such as defining measures that consider the content of each cluster and not only the expressiveness of its labels. Some metrics that could be considered included in this category are: distance measurements between clusters (or ideal distributions), entropy, the Rand Index, the mutual information, purity, precision and recall, etc.

Based on these ideas and the experimental evaluation realized in similar works [16, 14], we plan to perform an evaluation of our system as follows. First, we will define several sets of user keywords, representing different queries. Then, we will enter each of these sets of keywords into a standard search engine and record the first results obtained (the first 100 hits for each user query). The third step involves performing a survey with real users. For each query, we will present the following information to the user: the list of words in the set, the possible meanings of these words (as identified by our knowledge bases), the list of categories created by the system, and the hits returned by the search engine (title and snippet). Then, the user will have to manually classify the hits in categories defined\(^{10}\). With all the groups manually performed by the users,

---

\(^{10}\) The user will be reminded that a hit can be classified in different categories simultaneously.
we will obtain a probabilistic grouping of the results: a set of groups with hits tagged with the probability that the hit belongs to that group (estimated as the percentage of users that classified the hit under that group). We will compare this “ideal” grouping with the one obtained by our approach, using mathematical measures mentioned above. The membership probabilities of the hits in the ideal distribution can be used either to remove from its clusters those hits with a probability lower than a predefined threshold or to compute the mathematical measures by considering also the difference between the probabilities in the ideal and the computed distribution. Besides these surveys, we also plan to present the user with the output from other clustering engines and use a set of questions to perform a qualitative comparison.

5 Related Work

The clustering of data is a problem that has been studied for a long time and applied in many different application scenarios, based on the so-called Cluster Hypothesis that relevant documents tend to be more similar to each other than to non-relevant documents [17, 5] (i.e., there is a high intra-cluster similarity and a low inter-cluster similarity [5]). In particular, several methods have been proposed to cluster collections of documents (hierarchical methods [18], K-means-based approaches [6], etc.). As opposed to classification methods [19, 20], clustering methods do not require predefined categories (the categories are discovered during the clustering process) and are therefore more adaptive to different types of queries [7, 5]. It may seem that our approach considers a set of predefined categories (the meanings of the user keywords); however, the potential categories used to allocate the hits retrieved are dynamically obtained depending on the user keywords and the knowledge bases queried, and besides they can be merged or refined by considering a synonym threshold given as parameter.

In the context of the web, document clustering can be either pre-computed over a complete collection of documents (e.g., [21]) or computed on-the-fly considering only the documents returned as a result of a search. The latter case (called ephemeral clustering in some works, such as [22]), which our proposal is based on, leads to better results because it focuses only on the documents that are considered relevant (hits) for the user’s query [17, 4, 23]. Besides, it adapts more naturally to the fact that the Web is constantly evolving.

are available about their implementation. From the previous works, Clusty is considered the state-of-the-art in many researches in this area [27, 28, 5, 29].

It is not our goal to provide an in-depth or exhaustive study of existing clustering approaches oriented to web-snippets; for that, we refer the interested readers to [5]. Nevertheless, it should be emphasized that our approach distinguishes itself from other proposals because of its ability to use, not the extensional knowledge provided by the data that have to be clustered by means of classical techniques from Information Retrieval, but the intensional knowledge provided by sources which are independent of the indexed data sources. Thus, we precisely consider the intended semantics of the keywords introduced by the user. Some other proposals that also use semantic techniques are [14, 16]. However, in [14] only WordNet is used and it is assumed the existence of a predefined set of categories. In [16], the use of WordNet is also proposed but they cluster different senses of a word. Nevertheless, this system is limited to queries with a single keyword and does not allow overlapping categories (i.e., hits being classified in more than one category). These limitations are avoided with our proposal.

6 Conclusions and Future Work

We have presented a semantics-based approach to group the results returned by a standard search engine in different categories defined by the possible senses of the input keywords. Our proposal satisfies desirable features identified in the literature [6] for this kind of systems: 1) relevance: the hits that are probably more relevant for the user’s query will be presented in a single cluster at the top of the ranked list of the groups identified; 2) browsable summaries: each cluster will be labeled with the selected meanings of the user keywords and with the snippet of the most representative hit; 3) overlap: a single hit can be classified in different categories by considering Probabilistic Word Sense Disambiguation (PWSD); 4) snippet tolerance: only the snippets of the hits are used to form the groups, without accessing to their whole corresponding document; 5) speed and incremental: we have proposed several techniques to provide results to the user, such as parallel processing and the use of AJAX-based techniques to perform some processing in the background, while the user is interacting with the system.

The next step will be devoted to the development, implementation, and testing of the system proposed. Besides we consider to adapt the approach to be used against heterogeneous structured or semi-structured data repositories such as data bases or UDDI repositories following the ideas of Bernstein et al. [30], that consider that a keyword search approach can be used against structured data to get a quick feel for what is available and set the stage for a more precise integration. The following topic must be also studied in more detail. Clustering the results provided by traditional search engines by considering the meanings of the keywords facilitates the search of information by the users but it is not enough. Thus, even when the semantics of the keywords in both the hits and the user keywords have been identified, the user could be looking for several different queries. For example, if a user inputs “fish” and “person” and indicates
her/his interest in the cluster whose meanings are “a creature that lives and can breathe in water” and “a human being”, she/he could be trying to find information for either mermaids (“a fabled marine creature, typically represented as having the upper part like that of a woman, and the lower like a fish”) or fishermen/fisherwomen (“people that earn their living fishing”) and these options are mixed yet. So, one more phase must be included to deal with these situations.
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